
 International Journal of Instructions and Language Studies 
  December 2025/ Volume 3/ Issue 2 
 

 118 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

SECONDARY SCHOOL 
TEACHERS’ PERSPECTIVES 
ON AUTHORSHIP ANALYSIS IN 
THE CONTEXT OF AI-
PLAGIARISM ON STUDENTS’ 
WORKS IN ENGLISH LESSONS 
 
Fauziyyah Mufida Suni1*, Rizka Maulidya2, Anisa Wahyu Dwi Putri3 

 
1, 2, 3 Language Education, Universitas Negeri Yogyakarta, Indonesia, 

 

fauziyyahmufida.2024@student.uny.ac.id   
 

ABSTRACT 
 

The rapid integration of Artificial Intelligence (AI) into educational 
environments has created new challenges for maintaining academic integrity, 
particularly concerning AI-assisted student work. As traditional plagiarism-
detection tools prove insufficient against sophisticated AI-generated content, 
there is a growing need to explore teacher-driven detection strategies. This 
descriptive qualitative study addresses this gap by investigating teachers’ views 
on using authorship analysis as a method to identify AI-generated content in 
student assignments. The research utilised semi-structured interviews with ten 
secondary school teachers specialising in the English language. Data were 
analysed using thematic analysis. The findings revealed three primary themes: 
(1) The ELT Vulnerability to AI, highlighting an increasing concern about AI-
assisted plagiarism in English language teaching; (2) The Resource Gap, where 
teachers express a lack of sufficient training and institutional resources to address 
the challenge effectively; and (3) The suggestion to combine AI detection tools, 
manual authorship analysis, and conversations with students as a strategy. The 
study highlights how institutional policies and the specific local educational 
context influence teachers' attitudes toward AI and academic integrity. There is a 
need to establish clear AI policies and promote AI literacy to students. 
 
Keywords: artificial intelligence; authorship analysis; plagiarism; students’ 
works; teachers’ perspectives 
 
INTRODUCTION 
         The rise of Generative Artificial Intelligence (AI) in education changes the 
classroom dynamic, how teachers teach, and how students learn. Since its 
introduction and spread in many sectors, Generative AI has become something 
common. The use of AI in academics brings both opportunities and challenges 
(Fowler, 2023; Fui-Hoon Nah et al., 2023). Yeo (2023) stated that AI creates 
opportunities to enhance learning and support personalized learning for students. 
It also helps teachers automate grading and much more. AI can help both the 
student and the teacher to maximize the teaching and learning process. 
         On the other hand,  AI accessibility becomes a double-edged sword 
(AlAfnan et al., 2023; Alexander et al., 2023; Hutson, 2024). Artificial 
Intelligence tools in education, such as QuillBot and Grammarly, can help 
students improve their writing. However, that also means students could easily 
generate essays, reports, and other academic work without actually doing the 
work. Khatri & Karki (2023) mentioned how AI accessibility raised concerns 
about academic integrity. This phenomenon raises questions about the 
authenticity, originality, and validity of current systems (Elkhatat, 2023). 

         The rise of AI-generated content and plagiarism necessitates a 
transformation in our education system (Song, 2024; Wiredu et al., 2024). The 
dependency on AI referred to “AI-giarism” phenomenon (Chan, 2025). AI-
giarism happens when students modify AI-generated text through paraphrasing, 
translating, or blending it with their writing (Chaka, 2023, 2024; Chan & Hu, 
2023). Students became tempted to turn in AI-generated work instead of their 
own (Perkins & Roe, 2024; Perkirns, 2023). Teachers express concern that 
students may use these resources to avoid learning. This may cause students to 
fail to develop essential skills such as critical thinking and writing skills 
(Mugambiwa, 2024). The consequences could be severe if this problem is not 
escalated and addressed promptly (Grassini, 2023; Tan et al., 2024; Zhai et al., 
2024).  
         AI should function as a supporting tool for learning. It should scaffold 
students’ learning and foster their critical thinking development (Abbas et al., 
2023; Khalil & Er, 2023). However, the current education system is still 
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struggling to implement clear policies and detection systems to regulate this 
phenomenon. Students should be able to use AI ethically and as a shortcut to 
cheat the learning systems. It requires a re-evaluation of how to assess 
authenticity and authorship in the classroom (Song, 2024). To maintain academic 
integrity, there is a urgent need for a new detection strategy (Nakazawa et al., 
2022; Yusuf et al., 2024). 
         Furthermore, to address these issues, teachers utilise the AI detection tools. 
However, these methods became increasingly insufficient (Khalil & Er, 2023; 
Kumar et al., 2024). Effective and accurate AI detection tools are needed. This 
has become increasingly crucial as the content itself gets trickier to identify 
(Ganguly & Pandey, 2024; Jafari & Keykha, 2024). With the rapid advances in 
AI generation, many current detection tools are struggling to keep up. The 
students have become cleverer in utilizing AI that can bypass the AI detection 
system. They find a way to paraphrase, translate, or substitute words so that the 
detection system could not detect them (Uygun, 2024). Traditional plagiarism 
detection tools often miss AI-generated text altogether. These points highlight a 
significant gap in existing resources. This situation highlights the urgent need for 
new strategies to tackle the issue. The challenges posed by AI are prompting 
educators to actively seek out more reliable methods for detecting plagiarism and 
maintaining academic integrity (Qadhi et al., 2024; Yeo, 2023). The 
inconsistency in existing plagiarism-detection resources and the demand to detect 
AI-generated content in students’ work emphasize the need for alternative 
detection systems (Chan & Hu, 2023; McLennan et al., 2022).  
         This challenge underscores the importance of exploring alternative methods 
to maintain academic integrity. With the limitations of AI detection tools, this 
research explores authorship analysis as an alternative. Authorship analysis 
originating from forensic linguistics that involves examining a text’s stylistic 
features to determine its origin (Ding et al., 2019). It offers a promising way to 
spot AI in students’ work. It involves examining writing style, vocabulary, 
syntax, semantic coherence, stylistic structures, and patterns to confirm 
authenticity (Puspitasari et al., 2024). This method has emerged as a viable 
solution for detecting AI-generated content. With authorship analysis, educators 
can pinpoint inconsistencies between a student’s writing and AI-generated 
writing. 
         This study takes a deep dive into Indonesian English teachers' perspectives 
on authorship analysis to detect AI-generated writing. The study aims to provide 
an insight into how integrating human judgement (authorship analysis) can 
uphold academic integrity. This research seeks to answer the following research 
questions: 
1. Is teacher knowledge of authorship analysis sufficient to identify Generative 

AI in students’ works?  
2. Can authorship analysis be effectively applied in the classroom? 
         There are shifts in students' and teachers' perceptions in understanding the 
ethical use of AI in academic writing (Carobene et al., 2023; Lin, 2024). Students 
consider AI a valid tool to help them with writing tasks. However, teachers argue 
for stricter guidelines to limit misuse and ensure educational integrity (Hutson, 
2024; Kharis et al., 2024). This difference of opinion underscores the importance 
of clear policy regarding the ethical use of AI in education (Dergaa et al., 2023; 
Doskaliuk et al., 2025). Previous studies agree that there is a need for clear rules 
or policies about AI use in the classroom (Liu et al., 2024; Tang et al., 2024). The 
educational institution must prepare tools, training for teachers, and policies to 
equip teachers with the needed knowledge and skills to tackle AI in the classroom 
(Abubakar et al., 2024; Ganguly & Pandey, 2024).  
         While AI tools evolve and spread rapidly, institutions and teachers cannot 
keep pace (Aghaziarati et al., 2023; Azoulay et al., 2023). Professional 
development programs for teachers are also needed. Teachers need to equip 
themselves with the necessary knowledge and skills as the integration of AI has 
become more common. Teacher training, workshops, and courses should focus 
on understanding the ethical implications of AI use and developing effective 
strategies to detect AI-generated works (Amzat & Adewojo, 2023; Krueger et al., 
2025). Meaningful discussions about authorship analysis and academic integrity 
need to be continued. Professional development programs should foster an 
educational atmosphere that embraces innovation and upholds academic 
standards (Amzat & Adewojo, 2023; Mugambiwa, 2024).  

         Teacher professional development is essential for maintaining academic 
integrity and ensure the ethical use of AI in the classroom (Halaweh, 2023). 
Incorporating AI in education needs a thorough evaluation of existing teaching 
practices and careful reconsideration of the ethical implications of this 
technology (Doskaliuk et al., 2025; Kumar et al., 2024). Understanding teachers’ 
viewpoints is crucial for gaining insights into how to effectively incorporate 
authorship analysis in education to address the challenges posed by AI (Abbas et 
al., 2023; Khalil & Er, 2023). 

        Previous research mainly focuses on technical aspects and not the human 
experience in implementation. Despite its potential, little is known about the 
application of authorship analysis in classroom settings, particularly from 
teachers' perspectives. This study addresses this gap by investigating teachers’ 
perspectives on the applicability of authorship analysis and identifying the 
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specific challenges they face in its implementation. There is a clear need for 
innovative methods to assess and evaluate academic assignments. This also 
highlights the necessity for a comprehensive framework to tackle the various 
challenges posed by AI (Khatri & Karki, 2023; Perkins & Roe, 2024). 

 
METHOD 
Research design  

For this study, the researchers employed a qualitative approach using a 
descriptive qualitative design. This design is appropriate because the study aims 
to explore teachers’ perspectives on authorship analysis in identifying AI-
generated content in student work, an emerging issue that requires detailed and 
context-specific understanding. Descriptive qualitative research enables the 
researcher to remain close to participants’ actual expressions and experiences, 
allowing for rich, straightforward descriptions of the phenomenon without 
imposing a complex theoretical interpretation (Creswell & Creswell, 2017). 
Through this approach, the study can capture teachers’ nuanced insights into AI-
assisted plagiarism and the practical challenges they encounter in evaluating 
student authorship. This makes the method particularly effective for documenting 
the depth, variation, and contextual factors that shape teachers’ views within the 
educational setting. 

 
Research site and Participant 

The research site was selected because English teachers in this context have 
recently encountered an increase in AI-generated student assignments, making it 
a relevant environment for investigating teachers’ perspectives on authorship 
analysis and academic integrity. 

Purposive sampling was used to recruit ten Indonesian English language 
teachers from the selected institution(s). These teachers were chosen based on 
their direct involvement in evaluating students’ written work and their prior 
exposure to issues related to AI-generated plagiarism. To ensure the relevance 
and depth of the data, participants were required to meet the following criteria: 

1. At least two years of English teaching experience. 
2. Direct experience identifying or suspecting AI-generated content in 

students’ assignments. 
3. Familiarity with AI detection methods or strategies. 
4. Awareness of the AI tools commonly used by students to produce 

schoolwork. 
The combination of this institutional context and purposeful participant 

selection ensured that the study captured authentic, informed, and contextually 
grounded insights into teachers’ experiences with AI-assisted plagiarism. 
Recruitment occurred via online educational forums and mailing lists. It was done 
through school networks and the affiliated teacher community. This was done to 
ensure representation across all institutions. The inclusion of multiple institution 
types allowed the researchers to gather perspectives from teachers working in 
different administrative, technological, and pedagogical environments. Although 
qualitative research does not aim for statistical representativeness, 
representativeness was evaluated in terms of experiential relevance that is, 
teachers were selected because they had first-hand experience with AI-assisted 
plagiarism and authorship verification. This ensured that the sample adequately 
reflected those most directly involved with the phenomenon under investigation. 
Informed consent was obtained, emphasizing confidentiality and voluntary 
participation. Ten teachers who fully addressed the criteria were involved. The 
targeted participants also experienced AI-generated content in students’ 
assignments that breached institutional policies and academic integrity. Teachers 
meeting this study’s criteria may depict whether authorship analysis was 
significant and applicable to investigate AI-generated content in students’ works.  
 
Data collection and analysis 

Empirical data were gathered through semi-structured interviews. The 
questions were adapted from Thomas (2018) study on teachers’ perceptions of 
plagiarism and were modified to address the emerging issue of AI-generated 
student work. The interview guide contains open-ended and semi-structured 
prompts designed to explore teachers’ experiences, perceptions, and sttateges 
holistically and comprehensively. The guide was validated through expert review 
and pilot testing. For accessibility, the interviews were conducted online or 
offline. It allows participants (teachers) from diverse educational contexts to 
participate conveniently. Ethical considerations, including informed consent and 
confidentiality, were strictly followed throughout the data collection process. 
Participants were fully informed about the study’s purpose, their right to 
withdraw at any time, and how their data would be protected. The interviews 
were audio-recorded and transcribed verbatim. The researchers documented 
assumptions about AI plagiarism before interviews to minimize bias and 
prioritized participants’ insights.   

The interview data were analyzed using thematic analysis following the six-
phase framework of Braun and Clarke (2006). All interview recordings were 
transcribed verbatim. The primary researcher read each transcript several times 
while listening to the audio to check transcription accuracy and to note initial 
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impressions and recurring ideas. Memos were written during this stage to capture 
early analytic thoughts and potential patterns. Initial coding was conducted 
manually and systematically across the entire dataset. Each meaningful text 
segment was assigned a concise code that described its semantic content (e.g., 
“sudden language sophistication,” “inconsistent drafting process,” “tool 
awareness”). Codes were recorded in a central codebook with the following 
fields: code label, definition, inclusion/exclusion criteria, example quote(s), and 
source transcript ID. The codebook was iteratively refined as new codes emerged. 
Codes were collated into candidate themes by grouping related codes together 
(for example, codes about detection strategies and codes about tool limitations 
were grouped under a candidate theme such as “practical detection strategies”). 
Visual displays (tables and thematic maps) and a spreadsheet were used to 
arrange codes and candidate themes to see how they fitted together across 
participants and institutions. Candidate themes were reviewed in two stages: (a) 
checking coherence within each theme by re-reading all data excerpts assigned 
to that theme and (b) checking the relation of themes to the entire data set to 
ensure they captured the dataset’s important patterns. During this process some 
candidate themes were split, merged, or discarded. Discrepancies in thematic 
boundaries were resolved through researcher discussion until consensus was 
reached. 

To ensure the study’s trustworthiness, the researcher employed multiple 
strategies. The researcher established credibility by conducting member checks 
with five participants. These participants reviewed and confirmed the accuracy 
of the transcripts and findings. The researcher provided detailed descriptions of 
the research context and participant experiences to support transferability. It 
allows the readers to evaluate how applicable the findings might be in similar 
educational settings. The researcher addressed dependability by keeping 
thorough coding documentation and using a code review procedure. This strategy 
involves revisiting and re-coding the data to ensure consistency.  

Additionally, the researchers maintained a reflexive journal to recognize 
and reduce personal biases. This supports confirmability and ensures the results 
genuinely reflect the participants’ perspectives. This study acknowledges that the 
findings are specific to the context and cannot be generalized broadly. As a 
qualitative study, it offers a detailed and transparent analysis to enhance our 
understanding of teachers’ perspectives on AI plagiarism and authorship analysis 
in similar classroom contexts. 
 
RESULT AND DISCUSSION 
Results 
         This qualitative study investigated the views of ten teachers regarding 
authorship analysis to identify AI-generated content in students’ work. The data 
collected shows that teachers are struggling with increasing cases of AI generated 
content in students’ work with limited support. The study was conducted through 
semi-structured online and in-person interviews with teachers from diverse 
backgrounds. The results offer a clear insight into how teachers recognize, detect, 
and tackle AI-generated content in their students’ works.  
1. How Common and Serious AI-Related Plagiarism In Schools 
         Most participants agreed that the problem is significant. One teacher 
pointed out that AI-assisted plagiarism significantly threatens academic integrity. 
Nine out of ten teachers expressed that AI-assisted plagiarism is an increasing 
concern and a noticeable problem in their classrooms. This is particularly evident 
in subjects that demand extensive writing, like the English language. The 
participants identified the problem as a "noticeable problem" and described the 
severity of the problem as “serious,” “urgent,” and “quite significant”. This 
problem heavily impacts subjects that require writing and critical thinking. One 
participant noted that the issue is growing rapidly. 

“It has become a serious and growing issue in ELT since ELT is heavily reliant 
on writing, analysis, and critical thinking. Students may be tempted to use 

ChatGPT to generate essays, summaries, or even journals.” (P1) 

         Students became more dependent on AI and only learned on the surface. 
Teachers observed that students increasingly rely on AI tools to complete 
assignments, leading to superficial learning patterns (Pan, 2024). This 
dependency was characterized by students’ inability to understand or explain 
their submitted work, raising fundamental questions about authentic learning 
outcomes.  

 

“This can make students dependent on using AI, not understanding what is 
written, not understanding why the assignment was given, and not 

understanding the importance of the assignment.” (P3) 

         The teachers observed that students were prioritizing the completion of the 
tasks over the learning process. They viewed AI as a shortcut to good grades.          
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2. Teacher Professional Development Crisis  
         Despite the severity of the problems, this data collected there are gaps 
in teacher preparedness. The policymakers and stakeholders also only made 
little effort to address this problem. The data collected revealed that:  

a. Lack of Training : There is limited formal training and workshops 
provided for teachers. Only three out of ten teachers had received formal 
training or workshops on detecting AI-generated content.  

b. Inadequate Content : The limited training sessions that exist were 
described as superficial. Primarily conducted online and only revolve 
around awareness rather than practical skills. 

“It focused on recognizing patterns typical of AI writing, such as overly 
formal tone or lack of personal context.” (P8) 

c. The Gap in Teacher Confidence : Teachers need more workshops and 
training to tackle these apparent issues. Educational institutions still fail 
to provide adequate teacher training. Teachers, who are the main key to 
this detection system, still have a divide in confidence. Precisely 5 out of 
10 teachers expressed confidence in their ability to detect AI-generated 
work, while the remaining reported that they were lacking confidence and 
strongly desired formal training.  

      Teachers’ confidence attributed their abilities to accumulated teaching 
experience and pattern recognition developed through encountering 
multiple cases.  

“I started to feel more competent with my teaching experience. When I 
observe, compare drafts, and oversee students’ work, it helped me to 

develop a sense for AI-generated language.” (P1) 

         In contrast, the other half expressed that they felt unsure. The 
participants reported that they never felt confident in identifying AI in 
texts or students’ work. This emphasized the need for structured or formal 
training, workshops, or even courses for teachers. It shows how that 
current detection is a self-taught skill that learnt from trial and error in the 
classroom. It is not a skill developed from teacher professional 
development.  

3. Authorship Analysis by The Teacher’s ‘Eye’ 
         The data collected shows teachers are already performing authorship 
analysis informally. These teachers mention several key features that can help 
identify AI-generated content and students’ original work. These key 
identifying features help them differentiate and flag suspicious works. It is 
often done through stylistic awareness and comparison with past work. 
Teachers consistently identified several characteristics that flagged 
potentially AI-generated content.  

Table 1 / Themes Identified from Interview  

Themes Description from Data 
Collected 

Reason for Suspicion 

Lack of 
Personal 
Voice 

Absence of personal 
reflection, unique 
experiences, or local context. 

AI struggles to 
replicate the specific, 
lived experience of the 
student. 

Skill 
Inconsisten
cy  

Mismatch between the 
student's oral proficiency and 
written output. 

A student who 
struggles to speak 
typically cannot write 
complex, error-free 
text. 

Historical 
Inconsisten
cy 

Mismatch when compared to 
previous handwritten or 
assignments. 

Jumps in quality are 
suspicious. 

‘Too 
Perfect’ 

Grammar is flawless, but 
critical analysis is superficial. 
The tone is robotic. 

"Perfect grammar, but 
no critical analysis... 
and a general idea, but 
no local reference" 
(P1). 

Unusual Use of advanced vocabulary Indicates external 
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Vocabular
y  

or sentence structures 
inappropriate for the student's 
level. 

assistance (AI or 
translation tool). 

         

 One teacher summarized how teachers applied this multi-modal detection 
approach.  

“The combination of human judgment with AI. Because teacher intuition still 
has a significant role here.” (P1) 

4. The Uncertainty Around Translation Tools 
          The existing tools might help with the detection system, but it is not 
foolproof. The detection system can generate false positives. It has become a 
common concern, especially when it comes to translation tools. When translation 
was included in this discussion, teachers had divided perspectives: 

a. Mostly the teachers believed that translation tools complicate the detection 
process. Because there might be a student that writes in native language and 
then translates it. Creating a ‘too perfect’ results with unnatural English. Or 
students tried to translate the AI-generated content back-and-forth to force 
humanize the result. The forced error created, making it harder for AI 
detecting machines to flag it.    

b. Two out of ten teachers felt the translation machine made detection easier. 
There are several complication factors when students utilize translation 
tools and AI to generate their work.  

         Teachers described how translation tools create problematic scenarios.  
So, these teachers search for detection clues in their students’ work. Some 
teachers noted that translation tools occasionally provided detection clues 
through awkward vocabulary choices or grammatically correct but 
contextually inappropriate phrases. 

5. The Lack of Clear Policies and Punishment 
       A significant finding revealed the absence of clear institutional policies 
regarding AI use in most educational settings. Teachers frequently reported 
creating their own rules and guidelines, leading to inconsistencies across 
classrooms. 

“Personally, in my school’s current policy, there are no rules about AI itself. 
There is none of it, so I do not know what to comment.” (P2) 

         Teachers relied primarily on grade-related consequences as reinforcement 
strategies. GPA-related penalties are perceived as effective deterrents due to 
students’ strong focus on academic achievement. One teacher noted that: 

“Grades affect students’ futures. A GPA penalty is serious enough to 
discourage dishonesty.” (P6) 

         The research findings show how important the teacher’s role is in 
addressing the issues that emerge due to AI. The teacher could not rely only on 
existing detection tools, as they became increasingly insufficient. School 
institutions, policy makers, and all stakeholders must be aware of these issues and 
make precise regulations and policies surrounding AI ethics in education.  
 
Discussion 
         The findings strongly align with contemporary academic discourse on AI-
related plagiarism. The fact that 9 out of 10 of the teachers agreed that the 
problem is widespread shows that this is a system-level issue that affects 
academic integrity at its core. Teachers’ intuitive ability to identify AI-generated 
content through stylistic analysis demonstrates an informal application of 
authorship analysis principles (Pan, 2024). Their recognition of “overly 
polished,” “too perfect,” or “overly general” language patterns and 
inconsistencies in writing style reflects established authorship analysis 
techniques used in the classroom.  
         This shows how teacher’s knowledge is important in detecting AI in 
students work that software cannot replace. Teachers can judge with explanation 
unlike a detection machine (Chan, 2025). A teacher can judge their students' 
coherence, voice, style, and argument development personally. Teachers have 
knowledge of their students’ skills so they can compare with these students’ 
previous works. Teachers have the ability to highlight unusual word choices that 
the student has never used before to support their judgment. 
         Despite the teacher’s skills, a formal training or workshop is still necessary. 
A professional teacher development crisis is apparent, as many teachers lack a 
structured program to support them. With AI technology advancing rapidly, 
teacher training has become more important. The finding that 7 out of 10 teachers 
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lack adequate training represents a critical gap in professional development 
(Song, 2024). This deficiency severely impacts educators’ confidence and 
effectiveness in addressing AI-assisted plagiarism, highlighting an urgent need 
for systematic professional development programs (Khalil & Er, 2023).  

         Teachers often rely on accumulated experience to develop detection 
skills. While it shows their adaptability, it reveals the limitations of current 
institutional support systems (Kotsis, 2024). Teacher training programs need 
teachers with the specific forensic skills of authorship analysis. Furthermore, 
teacher development must address the ethical dimensions of AI. Though the 
informal detection approach is valuable it lacks the precision and consistency 
that formal training could provide (Fowler, 2023).  
         The researchers identified that teachers have two crucial roles in detecting 
AI-generated content in students’ work: detectors and ethics guides for 
students. Even though the teacher has already applied authorship analysis 
intuitively, the absence of proper training and workshops hinders the process of 
applying authorship analysis in the classroom. It limits teacher effectiveness 
and fairness in detecting AI-generated content in students’ work. The teachers 
also have various confidence levels that emphasize the need for proper 
professional development.  
         This study supports the human-centered approach that combines multiple 
detection strategies. It emphasizes the importance of teachers’ role in detecting 
AI-generated content. Their nuanced assessments allow them to consider and 
examine contextual characteristics that AI often overlooks. (Yeo, 2023) 
supported these findings, arguing that authorship analysis is most effectively 
implemented in classrooms. They emphasize that skilled educators can analyze 
coherence, voice, style, and argument development, particularly in a second-
language learning classroom. 
         The need for manual review due to false positives in AI detection tools 
directly challenges claims about the current detection technologies (Ganguly & 
Pandey, 2024). Unlike studies suggesting high accuracy rates for AI detection 
tools, our participants consistently reported instances where legitimate student 
work was incorrectly flagged, necessitating human oversight. The divided 
perspective on translation tools (80% saying it complicates the detection vs. 
20% saying it is helpful) presents an interesting contradiction to research 
suggesting uniform impacts of translation technologies on writing assessment. 
To sum up, this division may reflect varying levels of teacher expertise, 
different student conditions, or contextual factors not adequately addressed in 
previous literature (Dempere et al., 2023). 
         In addition to using AI detection tools, the teacher observed students’ 
reliance on AI tools. The students also became too reliant on AI tools as a 
reaction to systemic pressure. The underlying reasons for students using AI can 
vary. The students were given high academic standards, limited English skills, 
and were focused only on the result. These highlight the need to redesign 
learning holistically. These students need new tasks, ethical AI education, 
student-centered learning, and deep learning, not just punitive approaches 
alone. While several studies promote technological solutions to AI detection 
strategy, this study presents how teacher and authorship analysis can address 
these problems. The teacher can assess the student’s engagement and skill 
directly. They can also contextualize assessments that an AI detection system 
cannot do (Yeo, 2023). These reasons reveal systemic issues within educational 
environments. This finding justifies a more comprehensive approach to 
addressing AI plagiarism that extends beyond detection to address root causes 
(Elkhatat, 2023). 
         The detection system must be paired with education. The emphasis on 
transforming detection moments into “teachable moments” represents a 
sophisticated pedagogical approach that addresses intent and fosters ethical 
literacy. These finding challenges punitive approaches and supports educational 
interventions that build understanding rather than deterring behavior (Yunus & 
Hur Mustafa, 2020). This study reveals that the teachers’ role in authorship 
analysis in the classroom is essential, especially when reliable tools and policies 
are absent. Their experience in teaching and assessing equipped them with the 
intuition. They can recognize AI-generated writing based on their experiences 
and knowledge. However, training, clear policy, and teacher support are still 
needed. AI-generated plagiarism is not only a technical issue but also a 
pedagogical and ethical issue. An AI detection system should not be separated 
from the learning process since every case can be a “teachable moment” for the 
students. The teacher needed the training, workshops, courses, policy, and 
guidance to be able to transfer this knowledge to students. In brief, this process 
can allow students to learn ethics on using AI actively, not punitively.  
         However, the absence of institutional policy became a huge barrier. The 
absence of institutional policies forces individual teachers to create ad hoc 
solutions, leading to inconsistency and potential unfairness. This finding has 
significant implications for educational institutions, highlighting the need for 
comprehensive AI usage policies that balance innovation with academic 
integrity. There are also cultural and contextual factors in this discourse. The 
variation in teacher responses suggests that cultural and institutional contexts 
significantly influence attitudes toward AI-generated content. This finding 
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indicates that one-size-fits-all approaches to AI policy may be insufficient, 
requiring culturally responsive and context-specific solutions (Dempere et al., 
2023).                            
         Authorship analysis is doable in the classroom, as it has already been 
practiced in the classroom. However, the teacher did it informally as there was 
no adequate support. This results in unclear and uneven implementation. Due 
to the circumstances, these teachers were forced to act independently, which 
worsened the detection inconsistency. Each class in each school has different 
policies and consequences for handling AI-generated content in students’ work. 
To summarize, this emphasizes the urgent need for policy and teacher training 
or courses. 
         Even though this study gathered valuable insight from ten experienced 
teachers, it may not represent all teachers’ experiences or educational contexts 
(Halaweh, 2023; Yusuf et al., 2024). Future research should include larger, 
more diverse samples across academic levels and regions (Abbas et al., 2023). 
Rapid evolution of AI technologies means the existing detection tools can 
become ineffective or outdated (Song, 2024). This limitation suggests the need 
for alternative and adaptive strategies to AI detection in educational settings 
(Fowler, 2023). Future studies should investigate how teacher attitudes and 
detection abilities evolve as AI technologies advance and institutional policies 
develop (Elkhatat, 2023). This study solely focused on teacher perspectives, so 
investigating students’ motivations, awareness, and experiences with AI tools 
in academic contexts can be done in the future. A more diverse context enables 
comparative studies across different cultural and educational systems, 
providing valuable insights into AI-assisted plagiarism in the classroom. 

 
CONCLUSION  

The English teachers are facing a serious and urgent problem regarding 
AI-generated plagiarism. The study shows that the educational system is 
currently in transition. Teachers act as the main defense in the classroom 
because they know their students' ability well. They can detect a ‘too’ perfect 
AI-generated text instinctively. However, the teachers are struggling because 
there is a lack of formal support. The schools do not have sufficient policies or 
training to handle this new technology. Most of the current measures are just 
punitive and made on the spot. Without clear rules and professional 
development, the system becomes fragile. The teachers are trying their best, but 
they do not have sufficient recourse. They need to combine their human 
judgment with the technology to handle this issue effectively. 

Students are increasingly using AI as a shortcut to get a grade rather than 
learning. They present work that is perfect but synthetic, losing their own 
developing human voice. To fix this, the focus needs to shift from policing the 
students to teaching them proper AI-ethics. The goal is to create an environment 
where students value their own imperfect writing over the AI’s output. This 
research was suggested to establish a collaborative approach involving 
teachers, students, and policymakers. It aims to support authorship analysis and 
create supportive policies in detecting AI in students’ work. This approach will 
be useful for upholding academic integrity and ensuring that AI is used as a 
tool. AI should be used to support learning, not a replacement for learning. It 
ensures that the transformative power of education is preserved in the digital 
age. 
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